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is study aims to evaluate quantitatively (albeit in arbitrary units) the evolution o complexity o the human system since the
domestication o re. is is made possible by studying the timing o the 14 most important milestones—breaks in historical
perspective—in the evolution o humans. AI is considered here as the latest such milestone with importance comparable to that o
the Internet. e complexity is modeled to have evolved along a bell-shaped curve, reaching a maximum around our times, and
soon entering a declining trajectory. According to this curve, the next evolutionary milestone o comparable importance is
expected around 2050–2052 and should add less complexity than AI but more than the milestone grouping together nuclear
energy, DNA, and the transistor.e peak o the complexity curve coincides squarely with the lie span o the baby boomers.e
peak in the rate o growth o the world population precedes the complexity peak by 25 years, which is about the time it takes
a youngman or woman beore they are able to add complexity to the human system in a signicant way. It is in society’s interest to
atten the complexity bell-shaped curve to whatever extent this is possible in order to enjoy complexity longer.
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1. Introduction

Entropy and complexity are subjects that have enjoyed
enormous attention in the scientic literature. ere have
been many denitions or entropy and even more or
complexity. John Horgan in his June 1995 Scientic
American editorial entitled “From complexity to perplexity”
mentioned a list o 31 denitions o complexity [1]. But or
the purposes o this work, we will dene entropy and
complexity as ollows: intuitively, as a measure o disorder,
and how dicult it is to describe, respectively; more rig-
orously, with inormation-related denitions, entropy as the
inormation content [2], and complexity as the capacity to
incorporate inormation, in line with the thinking o Gell-
Mann [3] and Simon [4].

It is worth mentioning that our denition o complexity
corresponds to what Pier Luigi Gentili calls descriptive com-
plexity, which is a combination o efective complexity and
Shannon entropy [5]. Efective complexity is related to algo-
rithmic inormation content and Kolmogorov complexity [6].

Lie and particularly humans have a proound impact on
entropy.ey decrease it locally by creating andmaintaining
highly ordered and complex structures. But the overall
entropy S always increases in an isolated system according to
the 2nd law o thermodynamics, namely ΔS≥ 0. In act, the
more humans decrease entropy locally, the more entropy
will increase elsewhere. Humans and lie in general evolve
and thrive by increasing the overall entropy, which grows
monotonically ollowing some kind o S-shaped trajectory.

Complexity also grows in the beginning but eventually, it
declines because it ollows overall some kind o bell-shaped
trajectory. e concept o complexity eventually decreasing
has been popularized by world-renowned scientists. In his
bestselling book e Big Picture: On the Origins of Life,
Meaning, and the Universe Itself theoretical physicist Sean
Carroll argues that complexity is related to entropy and that
“complexity is about to begin declining.” [7] In his booke
Quark and the Jaguar: Adventures in the Simple and the
Complex, Nobel laureate Murray Gell-Mann argues that
there is a trade-of between entropy and complexity, and that
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as entropy increases, complexity may increase only up to
a certain point beyond which the system becomes too
disordered to sustain its complexity [3].

In a way that reminds us o cliometrics (econometric
history), this work updates, expands, and explores urther
previously published works. It studies evolutionary mile-
stones—breaks in historical perspective—in order to
quantiy the evolution o complexity. In 2002, a similar study
analyzed 28 such milestones beginning with the Big Bang
and ending with Internet/sequencing o the human genome
in 1995 [8]. at study considered complexity to be in-
tricately linked to change. In the interest o the reader, some
o the discussion rom that study is reproduced below,
beginning with a quotation: “Complexity increases both
when the rate o change increases and when the amount o
things that are changing around us increase. Our task then
becomes to quantiy complexity, as it evolved over time, in
an objective, scientic way and thereore deensible way.
Also to determine the law that best describes complexity’s
evolution over time, and then to orecast its uture trajectory.
is will throw light onto what one may reasonably expect as
the uture rate at which change will appear in society.”

We have seen much literature and extensive pre-
occupation o “hard” and “less hard” scientists with the
subject o complexity. Yet we have neither a satisactory
denition or it, nor a practical way to measure it. e term
complexity remains today vague and unscientic. In his
best-selling book Out o Control, Kevin Kelly concludes:

“How do we know one thing or process is more complex
than another? Is a cucumber more complex than
a Cadillac? Is a meadow more complex than a mammal
brain? Is a zebra more complex than a national economy?
I am aware o three or our mathematical denitions or
complexity, none o them broadly useul in answering the
type o questions I just asked. We are so ignorant o
complexity that we haven’t yet asked the right question
about what it is.” [9]

But let us look more closely at some o the things that we
do know about complexity:

• It is generally accepted that complexity increases with
evolution.is becomes obvious when we compare the
structure o advanced creatures (animals, humans) to
primitive lie orms (worms, bacteria).

• It is also known that evolutionary change is not gradual
but proceeds by jerks. In 1972, Niles Eldredge and
Stephen Jay Gould introduced the term “Punctuated
Equilibria”: long periods o changelessness or sta-
sis—equilibrium—interrupted by sudden and dramatic
brie periods o rapid change—punctuations [10].

ese two acts taken together imply that complexity
itsel must grow in a stepladder ashion, at least on
a macroscopic scale.

We also know that:

• Complexity begets complexity. A complex organism
creates a niche or more complexity around it; thus,

complexity is a positive eedback loop ampliying itsel.
In other words, complexity has the ability to “multiply”
like a pair o rabbits in a meadow.

• Complexity links to connectivity. A network’s com-
plexity increases as the number o connections be-
tween its nodes increases, and this enables the network
to evolve. But you can have too much o a good thing.
Beyond a certain level o linking density, continued
connectivity decreases the adaptability o the system as
a whole. Kaufman calls it “complexity catastrophe”: an
overly linked system is as debilitating as a mob o
uncoordinated loners [11].

ese two acts argue or a process similar to growth in
competition. Complexity is endowed with a multiplication
capability but its growth is capped and that necessitates some
kind o a selection mechanism. Alternatively, the compet-
itive nature o complexity’s growth can be sought in its
intimate relationship with evolution, namely that entropy
reects the accumulation o complexity [12]. One way or
another, it is reasonable to expect that complexity ollows
a bell-shaped pattern as it grows.

Most teachers o biology, biochemistry, and geology at
some time or another present to their students a list omajor
events in the history o lie. e dates they mention in-
variably reect milestones o punctuated equilibrium.
Physicists tend to produce a diferent list o dates stretching
over another time period with emphasis mostly on the early
Universe. All milestones constitute turning points, beyond
which the world is no longer the same as beore.

Such lists constitute data sets that may be plagued by
numerical uncertainties and personal biases depending on
the investigator’s knowledge and specialty. Nevertheless, the
events listed in them are “signicant” because an investigator
has singled them out as such among many other events.
Consequently, they constitute milestones that can in prin-
ciple be used or the study o complexity’s evolution over
time. However, in practice, there are some ormidable di-
culties in producing a data set o turning points that cover
the entire period o time (13.8 billion years).

e study o 2002 mentioned earlier [8] made the bold
hypothesis that a law has been in efect rom the very be-
ginning.is was not an arbitrary decision. It ollowed a rst
look at an early compilation o milestones. In any case,
conrontation with the nal data set is the ultimate judge.
e scientic method—as dened by experimental phys-
icists—says: Following an observation (or hunch), make
a hypothesis, and see i it can be veried by real data.

e conclusion o the 2002 study was that the evolution
o complexity in our world was approaching its maximum
and should begin declining in the not-so-distant uture
tracing out a bell-shaped pattern. A decline in complexity
had been orecasted or the 29th milestone at around 2033
and one possible candidate or the 29th milestone was ar-
ticial intelligence (AI). [12].

Today the author considers the emergence o AI in 2023
to be a milestone comparable in importance to the Internet,
the transistor, nuclear energy, the printing press, etc. Using
the samemethodology, the author updates and conronts the

2 Complexity
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results reported in the two previous publications. While the
approach is the same, there are two improvements. First, the
time window studied is now restricted to only the human
system—14 evolutionary milestones—beginning with the
domestication o re 700,000 years ago and ending with AI
in 2023. is restriction is done mainly because the com-
plexity o the early-universe milestones is so small (in rel-
ative terms) that does not inuence the determination o the
nal bell-shaped curve. In act, all milestones beore Re-
naissance (printing press, etc.) ollow a purely exponential
trend and impact minimally the determination o the bell-
shaped curve; but also because the whole approach becomes
more coherent and deensible i we ocus only on the human
system. Second, more new data were added because the
majority o the data sets considered in the old studies did not
extend into the 20th century.

To ofset the inherent subjectivity in choosing milestones
an efort has been made to combine inputs rom world-
renowned scientists (emailed more than 100 Nobel laureates
in the sciences) and other reputable sources. e data are
described in Section 2, the analysis in Section 3, and a dis-
cussion o the robustness o the results in Section 4. e
results are discussed in Section 5, where we also see com-
plexity linked to the population.ere is a curious overlap o
the ill-understood baby boom with the peak o the com-
plexity curve. But also the peak in the rate o growth o the
global population resembles and precedes the complexity
peak by 25 years. Finally, there are some general conclusions
in Section 6.

In the interest o the reader, a air amount o text rom
previous publications [8, 12, 13] has been repeated/adapted
here in the analysis and discussion sections. It contributes to
a smoother reading and spares the reader the efort o
searching the original publications or consultation.

2. The Data

ree data sets with milestones rom the original [8] study
have also been used here, namely:

• Carl Sagan’s Cosmic Calendar [14]
• A set o 25 milestones provided by Paul D. Boyer,
biochemist, Nobel Prize 1997

• A set o 25 milestones provided together by the author
and Eric L. Schwartz, proessor o Cognitive and
Neural Systems at Boston University.

• To the above have now been added 25 milestones
urnished by ChatGPT, careully veried and edited by
the author.

Finally, there have been contributions or specic
milestones by the ollowing world-renowned scientists.ey
saw (and tacitly approved) the list in Table A1, each one o
them suggesting only one or two additional milestones that
he deemed should also be included:

• Sir John Ernest Walker biochemist, Nobel Prize 1997
• Sir Peter John Ratclife, physician-scientist, Nobel
Prize 2019

• Pierre Darriulat, Research Director at CERN,
1987—1994

• Athanasios G. Konstantopoulos, chemical engineer,
proessor at the Aristotle University o essaloniki,
Chevalier de l’ Ordre national de la Légion d’ Honneur

e sum o all milestones thus compiled came to a total
o 128.

Beginning with the domestication o re, a list o the
most important milestones—some o them obviously more
important than others—is shown in Table A1. In bold are
shown the major milestones dened as events mentioned at
least twice in the entire data set.

It should be pointed out that the assigned dates reect
the date a milestone’s impact began being elt signicantly in
society and not the date on which the phenomenon/dis-
covery in question was rst documented.

2.1. All Milestones. In Figure 1, we see the 128 milestones
plotted in a histogram with geometrically increasing time
bins as we go back in time in order to accommodate the long
time horizon. Besides the crowding o milestones in recent
times, it is evident that there is clustering o these milestones.
e peak o each cluster, determined by the weighted average
o the dates o the milestones in the cluster, is used to dene
the date in a nal set o 14 thus called “canonical” milestones.
is is why some events may appear dated somewhat of, or
example, WWI, which belongs in the most dispersed cluster
consisting o 19 milestones—canonical milestone No.
11—appears to be positioned at 104 years beore 2000.

e breadth o each cluster is used to calculate the error on
the date o the peak (the mean) as the mean absolute error with
respect to themean.is error gets then propagated to an error
on the value o the complexity calculated. As indicated in the
graph, the most dispersed cluster milestone No. 11 has the
biggest error. Bins with only one entry have been assigned hal
the bin width as an approximation or ull-width-hal-
maximum (FWHM) in the calculation o the error. ese are
only statistical errors stemming rom the methodology used.
No attempt is made to estimate systematic errors.

e major milestones are highlighted in bold in
Table A1. ey constitute the most important milestone(s)
in a given cluster and their timing (in bold) is generally close
to the peak o the cluster.

2.2.e Major Milestones. In Figure 2, we see the 56 major
milestones, as dened earlier, plotted in a histogram with
geometrically increasing time bins as we go back in time in
order to accommodate the long time horizon. Clustering is
now rudimentary, there are only a ew entries per bin and
there is no overlap between adjacent milestones. I there is
only one milestone in the bin, the date assigned is that o the
milestone. I there are more than one milestone in the bin,
the date assigned is the average date.e error on each date
is calculated as the mean absolute error with respect to the
average. ese errors then get propagated to errors in the
values o the complexity calculated. Once again no attempt is
made to take into account systematic errors.

Complexity 3
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3. The Analysis

It is easy to quantiy the complexity o a simple system like
a air dice [13]. But it seems hopelessly unrealistic to quantiy
complexity or humans and their environment in absolute
terms. A more realistic endeavor is to quantiy complexity in
relative terms as was done in the original study [8]. To
acilitate the reader, we reproduce below the steps involved.

e complexity associated with an evolutionary ca-
nonical milestone is quantied according to the event’s
importance. Importance can be dened as the change in
complexity multiplied by the time duration to the next
milestone. is denition has been derived in the classical
physics tradition: you start with a magnitude (in our case
Importance), you put an equal sign next to it, and then you
proceed to list in the numerator whatever the quantity in
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Figure 1: A histogram o the 128 milestones with geometrically increasing time bins as we go back in time. e thin black line is
superimposed to outline the peaks that dene the dates o the “canonical” milestone set. On the horizontal axis, we read the dates o these
peaks determined as described in the text. e breadth o each cluster helps dene the error on each date.
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Figure 2: A histogram o 56majormilestones with geometrically increasing time bins as we go back in time. On the horizontal axis, we read
the average date o the milestones in each bin. ere is no overlap between adjacent milestones.
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question is proportional to, and in the denominator
whatever it is inversely proportional to, keeping track o
possible exponents and multiplicative constants. It is in-
tuitively obvious that or a milestone Importance is linearly
proportional to the amount o complexity added by the
milestone, and also linearly proportional to how long the
system survives unchanged ollowing the milestone. e
greater the complexity jump at a given milestone, or the
longer the ensuing stasis, the greater the milestone’s im-
portance will be:

Importance∝Complexity × Duration. (1)
Despite the act that in the set o 128 milestones, there

are milestones o lesser importance, the 14 canonical
milestones are considered to be o utmost importance, and to
that extent, we can approximate them as being o equal
importance.

Following each milestone, the complexity o the system
increases by a certain amount. At the next milestone, there is
another increase in complexity. Assuming that milestones
are approximately o equal importance, and according to the
above denition o importance, we can conclude that the
increase in complexity ΔCi associated with milestone i o
importance I will be inversely proportional to the time
period to the next milestone. We can thus quantiy the
complexity o milestone i as ollows:ΔCi  IΔTi, (2)
where I the importance (in arbitrary units) is the same or all
canonical milestones, and ΔTi is the time period between
milestone i and milestone i + 1.

Equation (2) provides a quantitative relative de-
termination o the complexity contributed by each canonical
milestone to the system. I milestones become progressively
crowded together with time, their complexity is expected to
become progressively larger.

We saw earlier that complexity constitutes a positive
eedback loop ampliying itsel, and thus has the ability to
“multiply.” But only up to a point because too much com-
plexity emulates simplicity. Entropy, which results rom the
accumulation o complexity, grows exponentially in the be-
ginning and continues growingmonotonically according to the
2nd law o thermodynamics. But it eventually approaches
a maximum—a state o complete disorder—rather slowly, that
is, asymptotically. Consequently, entropy’s trajectory ollows
some kind o an S-shaped curve, and goes through an inection
point around the middle, at a time when complexity goes over
a maximum beore beginning decreasing. A large-scale ex-
ample is the entire Universe. Entropy began increasing at the
beginning o the Universe with the Big Bang, when the
Universe is thought to have been a smooth, hot, rapidly
expanding plasma and rather orderly; a state with low entropy
and low inormation content. Entropywill reach amaximum at
the end o the Universe, which in a prevailing view will be
a state o heat death, ater black holes have evaporated and the
acceleration o the Universe has dispersed all energy and
particles uniormly everywhere [15]. e inormation content

o this nal state o maximal disorder (everything being ev-
erywhere), namely the knowledge o the precise position and
velocity o every particle in it, will also reach a maximum.
Entropy’s trajectory grew rapidly during the early Universe. As
the Universe’s expansion accelerated, entropy’s growth
accelerated. Its trajectory ollowed a rapidly rising exponential-
like growth pattern. At the other end, heat death, entropy will
grow slowly to asymptotically reach the ceiling o its nal
maximum [16]. It will most likely happen along another
exponential-like pattern. It ollows that the overall trajectory o
entropy will trace some kind o an S-shaped curve with an
inection point somewhere around the middle.

It is reasonable that a logistic unction—a natural-
growth curve—could be suitable to describe the data o
the accumulated complexity. But the time rame considered
by this analysis is vast and the milestones crowd together
progressively more and more in recent times. e logistic
pattern as a unction o time cannot describe this growth
trajectory adequately. A Euclidean (linear) conception o
time is not appropriate or such an evolution. A more
suitable time variable is the sequential milestone number,
which represents some type o a “logistic” timescale, which is
nonlinear with time stretching out both as t⟶∞ and as
t⟶ −∞.

Given that our data depict a rate o growth—that is,
complexity change per milestone—we expect their trend to
ollow the time derivative o the logistic unction, that is, the
logistic lie cycle.

We thereore t to the expression:

f′(x)  Mα

1 + e−α x−x0( )  1 + eα x−x0( ) , (3)
where M, α, and x0 are constants, and x is the sequential
milestone number.e logistic lie cycle is the rst derivative
o the amiliar logistic unction:

f(x)  M

1 + e−α x−x0( ) . (4)
3.1. All Milestones. Fitting Equation (3) to the data o all
milestones as listed in Table A1 yields the picture in Figure 3.
We see the complexity o each canonical milestone with its
error and the tted logistic lie cycle (thick gray line.) Table 1
shows the particular details o the t.e goodness o the t
has been evaluated with a graphical analysis o residuals,
plotting the t vs. the data with a trend line:

Y  0.9809∗X − 0.00019withR2  0.9853, (5)
which indicates good accuracy (R2 ≈1), no systematic bias
(intercept≈ 0), and no data-dependent bias (slope≈ 1).

e overall trajectory o the complexity indicates that it
is presently at a maximum. It yields orecasts or the
complexity o uture milestones. Using the denition o
Importance—in conjunction with the equi-importance
assumption—we can then derive explicit dates or the u-
ture milestones; see Table 2 below.

Complexity 5
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Figure 3:e thick gray line is a logistic lie cycle t to the data o the rst thirteen canonical milestones.e vertical axis depicts the change
in complexity (with a logarithmic scale in the lower graph.)e little white circles on the extrapolated trend indicate the expected complexity
o uture milestones; the rst one—Number 14—reers to AI.

Table 1: Fit results—all milestones.

Function tted Goodness of t

(Mα)/((1 + e−α(x−x0))(1 + eα(x−x0))) α M xo R2 Slope Intercept
0.7907 0.1945 13.75 0.985 0.981 −0.0002

Table 2: Complexity orecasts∗.
Milestone number All milestones Year Major milestones Year
14 (AI) 0.0350 2023 0.0363 2023
15 0.0250 2052 0.0275 2050
16 0.0140 2092 0.0162 2085
17 0.0068 2163 0.0082 2142
18 0.0031 2310 0.0039 2251
19 0.0014 2634 0.0017 2481∗in arbitrary units.

6 Complexity
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In Figure 3, we see data only or 13 out o the 14 ca-
nonical milestones studied. e complexity or the 14th
milestone (AI) cannot yet be calculated because we do not
know how ar in the uture is the 15th milestone. e time
diference between the 14th and the 15th milestones will
dene the complexity o the 14th milestone.

3.2. Major Milestones. We repeat now the above exercise
only or the major milestones, as they were dened earlier.
We obtain again a good t with results not signicantly
diferentiated; see Table 3. In Figure 4, we see again data only
or 13 out o the 14milestones studied.e complexity o the
14th milestone (AI) will be xed when the timing o the 15th
milestone becomes known.

e tted trajectory o the complexity indicates again
that we are presently at a maximum. e orecasts or the
complexity o uture milestones are very similar to those o
Section 3.1; see Table 2.

e little open circles in Figures 3 and 4 orecast the
complexity values or AI and other uture milestones. e
orecasted complexity o uture milestones can be translated
to dates using Equation (2). Table 2 gives orecasts or the
complexity contribution oAI and the uture ve milestones,
as well as the dates on which they should expected.

4. Robustness of the Results

e bell-shaped distributions obtained or the evolution o
complexity in Figures 3 and 4 are similar to—have the same
FWHM with—the one obtained in the old study o 2002 [8].
e complexity o the 13th milestone (Internet/sequencing
o the human genome) had been orecasted then to be at the
top o the complexity curve. We see now that it has come
only slightly beore the top. To a large extent, the new results
are compatible with those obtained in 2002, which is en-
couraging considering that the data have now changed in
several ways: (1) we have ocused on evolutionary milestones
concerning only humans, (2) the accuracy o the dates and
the associated uncertainties has been improved, (3) new
milestones have been added the most signicant one being
the appearance o AI in 2023.

e reader’s attention is drawn to the act that the trends in
Figures 3 and 4 remain purely exponential (straight line on the
lower graph with the logarithmic vertical scale) with extremely
low values or most o the range. e trend begins deviating
rom exponential only recently, namely rom milestone No. 9
(Renaissance) onward. So even i we ignored several earlier
milestones, we would not obtain a signicantly diferent t.

Moreover, Table 2 shows little diference in the orecast
results obtained by studying all 128 milestones and by
studying only the 56 major ones. is is because the dates
assigned to the clusters ormed by all milestones are heavily
weighted by the major milestones, which are oten repre-
sented by multiple entries.

4.1. Our Process of Remembering and Forgetting. In 2012, the
author was invited to contribute a piece to a book with title
Singularity Hypothesis: A Scientic and Philosophical

Assessment [17]. In his contribution, the author succeeded in
including the ollowing text despite the vehement objections
o the editor.

“Could it be that on a large scale there may be no ac-
celeration at all? Could it be that the crowding omilestones
in Figure (. . .) is simply a matter o perception? e other
day I was told that I should have included FaceBook as
a milestone. ‘It is just as important as the Internet’, she told
me. Would omas Edison have thought so? Will people
one thousand years rom now, assuming we will survive,
think so? Will they know what FaceBook was? Will they
know what the Internet was?”

“It is natural that we are more aware o recent events
than events ar in the past. It is also natural that the arther in
the past we search or important events the ewer o them
will stick out in society’s collective memory. is by itsel
would suce to explain the exponential pattern o our
milestones. It could be that as importance ades with the
mere distancing rom the present it ‘gives the appearance’, in
John von Neumann’s words, that we are ‘approaching some
essential singularity’. But this has nothing to do with the year
2045, 2025, today, von Neumann’s time—the 1950s—or any
other time in the past or the uture or that matter.”

As much as there is some truth in the above reasoning, it
is sae to assume that iwe select a handul omilestones with
only the highest importance over a period o 700,000 years,
the importance o these milestones is likely to survive the
passage o time. On the other hand, the orecasts in Table 2
have resulted rom ts, which were inuenced heavily by the
six most recent milestones, that is, rom the Renaissance
onward, as explained earlier. is relatively short historical
window eliminates to a large extent the possibility that
milestones o utmost importance in this period may have
been orgotten.

At the same token, it is unlikely that there have been
milestones in recent decades or centuries, which have not yet
been recognized as such.e importance omost milestones
was recognized instantly (e.g., Internet and AI) and in some
cases, the importance was recognized well beore their ap-
pearance (e.g., nuclear energy).

5. Discussion

Scholars relying mostly on their intuition had orecasted AI
to show up during the early 21st century [18], by 2029 [19],
or “in the next ew decades” [20]. In a publication using the
same approach as this paper, AI was anticipated to show up
by 2033 [12].e act that it came 10 years earlier causes the
complexity o the 13thmilestone (Internet/sequencing o the
human genome) to be higher.is is because the shorter the
distance to the next milestone, the higher the complexity
according to Equation (2). As it stands, the complexity
added by the 14th milestone (AI) is now orecasted to be
slightly higher than the complexity added by the 13th
milestone (Internet/sequencing o the human genome.)

e next evolutionary milestone o comparable im-
portance is orecasted around 2050–2052 and will add
signicantly less complexity than AI but more than the 12th
milestone (nuclear energy/DNA/transistor) according to

Complexity 7
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In dynamical systems, both periodic and random pro-
cesses are considered simple, while complex and chaotic
processes lie in between [22].

Huberman and Hogg demonstrate that in discrete sys-
tems complexity takes low values or both ordered and
disordered states while increases or intermediate states,
tracing out an almost regular bell shape [23].

e idea that complexity rst increases and then de-
creases as entropy increases has also been advocated by two
more researchers [24, 25].

In his book From Eternity to Here: e Quest for the
Ultimateeory of Time, Sean Carroll argues that complexity
rst increases and then decreases as entropy increases in
a closed system [15]. In act, with two collaborators, Carroll
attempted to quantiy this phenomenon or a cup o cofee
with cream. In the beginning, when the cream rests calmly
on top o the cofee, the entropy and the complexity o the
system are small. In the end when cream and cofee are
thoroughly mixed, the entropy is maximal but the com-
plexity is small again because it is trivial to describe the
system. Somewhere in the middle, while the entropy is
growing, the complexity becomes maximal [26]. For some
reason, their work is yet to be published but in an archived
drat, the authors claim to have obtained quantitative results
demonstrating that complexity grows at rst but decreases
later as entropy reaches its nal maximum. Such a quanti-
tative demonstration has now been published or a simpler
system, the case o throwing a air dice very many times. As
excessive wear and tear progressively morphs the dice cube
into a sphere, the entropy keeps growing but the complexity
rst increases and eventually decreases [13].

With inormation-related denitions or entropy and
complexity, a simple mathematical relationship between
them has been established, namely the latter being the time
derivative o the ormer. It ollows that i entropy traces out
an S-shaped curve, complexity will trace out a bell-shaped
curve [12, 13]. is relationship—complexity being the
derivative o entropy—cannot be rigorously generalized in
all cases because or a system in equilibrium, with entropy
being independent o time, it would imply no complexity
whatsoever, which would be wrong. However, to the extent
that all denitions or entropy (and also or complexity) are
related to one another throughmathematical and conceptual
connections, the validity and useulness o such a relation-
ship can be appreciated in general only qualitatively. Ac-
cordingly, the complexity o a system in equilibriummay not
be equal to zero, but it is indeed very small.

Entropy whether dened as “a measure o the amount o
disorder” or “the inormation content” [2] grows mono-
tonically and generally along an S-shaped trajectory. As
entropy approaches the nal maximum, the inormation
content becomes uninteresting because there is maximum
disorder, everything is everywhere (100% random distri-
bution). Inormation content begins becoming uninteresting
at the inection point o entropy’s trajectory.

Complexity whether dened as “how dicult it is to
describe” or “the capacity to incorporate inormation” rst

grows as entropy grows but later declines tracing some sort o
a bell-shaped trajectory. is would correspond to organized
complexity as opposed to disorganized complexity in the
distinction made by Weaver many decades ago [27]. In the
view o Siegeneld and Bar-Yam, we are dealing with a cor-
related system, where complexity gradually increases as one
examines the system in greater and greater detail, that is,
smaller and smaller scale; see their Figure 2 [28]. Aaronson
et al. attribute to complexity the quality o “interestingness,”
which becomes maximal when complexity goes over a max-
imum, halway through the entropy growth process [26].

Another grand-scale example is our solar system, which
came into existence some 4.6 billion years ago. Our sun has
according to current scientic understanding 5 billion years
o hydrogen uel let beore it begins to run out and enter its
red-giant phase. e entropy (inormation content) o our
solar system increased rapidly in the beginning but toward
the end it will slowly (asymptotically) reach a maximum,
which will be ull o uninteresting inormation. Meanwhile,
the complexity increased as entropy increased in the be-
ginning, and will decrease at the end. It will go over
a maximum roughly halway between the beginning and the
end, and not ar rom our times (in cosmic timescale). At this
time, entropy is being generated at a maximum rate. No
signicant increase in the complexity o our solar system
should be expected in the uture. Equating complexity with
interest argues that we are traversing the most interesting
times o our solar system!

On another ront, complexity seems to be linked to the
population in intricate ways. In the next two sections we see
rst, that people belonging to the ill-understood baby boom
have lie spans that straddle the complexity peak. And
second, that complexity is most likely modulated by the rate
o growth o the population rather than its actual size.

5.1. e Baby Boom. e baby boom has been observed in
America but also in many other parts o the world. e
popular explanation, namely that soldiers came back rom
the war and indulged in making babies, is allacious. We see
in the graph at the top o Figure 5 that the downward trend
o annual live births beginning in the early 20th century can
be well described by a downward-pointing logistic curve
(thick gray line), which is tted on the data o the periods:
1909–1933 and 1973–2006. Deviations rom the curve begin
as early as 1934 and extend to 1972. e efect o soldiers
going to and coming back rom the war is indeed visible but
only as a small wiggle between 1942 and 1948, a much
smaller efect than the overall process.

Isolating the baby-boom data by subtracting the trend
rom the data numbers yields a bell-shaped distribution (see
lower graph on Figure 5), itsel well described by the rate o
growth (the derivative) o another logistic unction, tted
over the same period; see the thick gray line in the lower
graph o the gure. e goodness o the two ts can be
appreciated visually but also by the graphical analysis o
residuals mentioned earlier; see Table 4.

Complexity 9
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Assuming a lie expectancy o 80 years, the span o baby
boomers extends rom 1934 to 1972 + 80 2052, and co-
incides squarely with the peak o the complexity curve; see
delimitations by the dotted lines in Figure 6.

5.2.e World Population. ere is one more phenomenon
that “resonates” with the bell-shaped complexity curve
determined earlier: the growth o the world population. In
Figure 7, we see the evolution o the world population since

U.S. annual live births per 1000 population
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Data source: U.S. Census Bureau, Statistical Abstract of the United States: 2003

Figure 5: A declining logistic growth curve (thick gray line on the upper graph) permits extraction o the baby-boom data, open circles on
lower graph, which are well described by the rate o growth o another logistic unction (thick gray line on the lower graph).

Table 4: Fit results or the two baby-boom logistics.

Functions tted Goodness of t

C −M/(1 + e−α(x−x0)) α M xo C R2 Slope Intercept
0.205 15.23 1927.7 30.29 0.986 1.000 −0.0002

(Mα)/((1 + e−α(x−x0))(1 + eα(x−x0))) α M xo R2 Slope Intercept
0.176 248.6 1953.4 0.947 1.053 −0.393

10 Complexity
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1950, a period during which its growth has been most
dramatic and well documented.ere is excellent agreement
between the data and the tted logistic growth curve (gray
line). In act, the orecast or 2040 o 9.0 billion agrees with
the orecast rom the United States Census Bureau o 9.17
billion. It is superuous at this point to give quantitative
goodness-o-t parameters.

We can now compare in Figure 8 the world population’s
rate o growth (black line) with the complexity bell-shaped
curve (gray line), as previously determined in Figure 4, now
expressed as a unction o time using the values rom Table 2.

e comparison is interesting. e population bump pre-
cedes the complexity bump by around 25 years. Also in-
teresting is the act that the baby-boom-generation span
straddles these curves.

It must be pointed out that the population and the baby-
boom phenomena have very diferent sizes. e world
population increased by 1.9 billion between 1934 and 1971
while the total live births o baby boomers or this period
amounts to 234.6 million, a ratio o 0.00123. Granted, we are
considering only U.S. baby boomers here, but even i they
represent only 10%–15% o the world’s total baby boomers,
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Figure 6:is is the same as the top graph in Figures 2 and 3 but with the baby-boom-generation span superimposed (delimited by the two
dotted vertical lines), and some annotations.

Data source: International Database U.S. Census Bureau 2024
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Figure 7: e gray line is a logistic t to the world population data (black dots).
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the baby-boom phenomenon still amounts to a minuscule
perturbation on the evolution o the world population.

6. Conclusions

e complexity curve o the human system has grown
ollowing a bell-shaped curve, has gone over a peak, and now
is about to begin decreasing. e 2002 work [8] concluded
that “we are sitting on top o the world.” Following the
emergence o AI, this conclusion seems now to be rein-
orced. e next evolutionary milestone o comparable
importance is expected around 2050–2052 and should add
less complexity than AI but more than milestone No. 12
grouping together nuclear energy, DNA, and the transistor.

e liespan o baby boomers coincides squarely with the
complexity peak as i, through some kind o serendipity, an
enhanced number o people were meant to live through
these excessively complex years. e baby-boom generation
will have witnessed more complexity during their lives than
anyone else beore or ater them. Inversely, baby boomers
could be considered responsible or contributing an excess
complexity to the human system. Ater all, the development
o the Internet and AI took place mostly during the prime o
the baby boomers’ active liespan. But such contribution
would be limited due to the relatively small number o baby
boomers compared to the overall world population as
mentioned earlier.

More signicantly, the rate o growth o the world pop-
ulation has ollowed a bell-shaped trajectory going over
a maximum in 1997. But already rom the 1980s onward, this
population curve preceded the complexity curve by 23–25 years,
which is about the time it takes a young man or woman beore
they are able to add complexity to the human system in
a signicant way. ese observations do not constitute proo
that the population’s rate o growth dictates how complexitywill
evolve. However, there is an argument that can be made in that
direction. An increasing population increases the entropy o the

human system, and complexity ollows the rate o growth o
entropy, at least qualitatively [12, 13]. Consequently, the rate o
growth o the population could reasonably dictate how com-
plexity will evolve. Economist Robin Hanson argues “Pop-
ulation decline implies innovation decline.” I we assume that
innovation and complexity are intimately linked, we can speciy
Hanson’s saying as “A decline in population’s rate o growth
implies innovation decline 25 years later.”

Future milestones will continue arriving, albeit at in-
creasingly longer time intervals, so the end o the world is
certainly not around the corner. Still, one thing is clear.
Humans and lie in general have demonstrated that they
evolve and thrive when complexity is increasing. ey will
probably do less well when it is decreasing.

It is in society’s interest to atten the complexity bell-
shaped curve to whatever extent this is possible. It implies
slowing down complexity’s rate o change (i.e., decrease the
parameter α in Tables 1 and 3). A study has established cor-
relations between the three parameters o the logistic unction.
In particular, a negative correlationwas ound between the level
o the nal ceilingM (the niche capacity) and the rate o change
α (the slope) o the logistic [29].is study was revisited when
the world rushed toward attening the curve o the COVID-19
pandemic, pointing out that attening the curvewould increase
the total number o victims [30].

By lowering complexity’s rate o change—it could be
done by simply embracing slowing down or doing-less
practices—people will not only enjoy complexity or a lon-
ger time, but they will also achieve a bigger overall cumu-
lative complexity, and consequently entropy, both o which
are ingredients indispensable or their well-being, as men-
tioned at the beginning o the Introduction. Move-
ments—such as minimalism, slow living, and degrowth,
which are emerging more and more oten in the 21st cen-
tury—could be evidence o society’s unwitting attempts
toward a benecial attening o complexity’s bell-shaped
curve.
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Figure 8:e gray line o complexity (read on the let vertical axis) is the same as the gray line in Figure 4.e black line (read on the right
vertical axis in billions) is the rate o growth o the logistic unction indicated by the gray line in Figure 7.e baby-boom-generation span is
again delimited by the two dotted vertical lines. e open circles indicate milestones (past and orecasted ones).
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Appendix A: The Milestones Data

e dates o the 14 milestones below generally represent
weighted averages o clustered events (see Figure 1) not all o
which are mentioned in this table. at is why some events
may appear dated somewhat of, or example, WWI.
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